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Abstract—Firewalls are essential for 

protecting digital systems from unauthorized 

access and cyber threats. This project 

investigates practical firewall configuration 

strategies using both Uncomplicated Firewall 

(UFW) and pfSense. A virtual lab 

environment was created in VirtualBox to 

simulate real-world network conditions. UFW 

was first implemented to evaluate rule-based 

traffic control in a Linux system. PfSense was 

then introduced as a more advanced solution 

to explore firewall rules, set up different 

network connections, review logs and help fix 

problems and log-based troubleshooting. 

Testing tools such as ping, curl, and nmap 

were used to simulate traffic and validate 

firewall behavior. The objective was to 

observe how different rule sets and firewall 

tools influence traffic control and security 

enforcement. This hands-on approach 

provides meaningful insight into the process of 

building secure, policy-driven firewall 

configurations in virtualized environments.  

I. INTRODUCTION 

In today’s digital world, cybersecurity has 

become a critical concern for organizations of all 

sizes. Among the key defenses in any security 

system, firewalls are one of the most important. 

They act as both the first line of protection and 

the last barrier that controls what comes in and 

what goes out of a network. When properly 

configured, they enforce an organization’s access 

policies, filter out malicious or unauthorized 

traffic, and reduce exposure to data breaches and 

network-based attacks. However, 

misconfigurations or outdated rules often turn 

firewalls from powerful protectors into weak 

links. Therefore, understanding and applying best 

practices for firewall configuration is 

indispensable to safeguarding sensitive resources 

and keeping systems running smoothly and 

securely. 

When firewalls are configured correctly, they 

block unauthorized users, help stop attacks, and 

enforce security rules. But if they’re set up the 

wrong way or if they aren’t updated regularly, 

they can leave the network open to serious risks. 

Some of the biggest data breaches have happened 

because firewalls were either misconfigured or 

not used to their full potential. For example, an 

organization might accidentally leave a port open 

that no one uses anymore, which could allow an 

attacker to slip through unnoticed. Learning and 

applying firewall configuration best practices is 

essential for anyone managing a network. It’s not 

just about blocking bad traffic; it’s about building 

a system that supports both safety and day-to-day 

business. 

There are many reasons why firewalls remain 

a significant part of any security setup. They are 

often the first tools used to apply access controls 

to a network and play an important role in 

enforcing company policies. As attackers become 

more advanced, the way a firewall is configured 

can make a major difference in how prepared a 

system is to handle a threat. Misconfigured 

firewalls are one of the top issues found during 

security audits. Whether it is an overly permissive 

rule, a forgotten service still running, or poorly 

defined access controls, even a small error can 

expose entire systems to potential harm [1]. To 

understand why configuration matters, it helps to 



 

   

 

look at how networks are structured today. Most 

organizations do not just have one firewall. 

Instead, they use different layers of security, 

placing firewalls between zones such as internal 

networks, guest access, and public-facing 

services. Each zone has different needs and risks, 

and each one should be protected by its own set 

of rules. This approach makes it harder for 

attackers to move freely if they gain access to one 

part of the system. It also gives administrators 

better control and visibility into where traffic is 

coming from and going to [2]. 

A strong firewall setup begins with a clear set 

of rules that reflect the specific needs of the 

network. While the technical details may vary 

depending on the environment, the core goal is 

the same; allow only what is necessary and block 

everything else. This mindset is known as the 

principle of least privilege. If a service or port is 

not needed, it should be closed. If a user does not 

need access to a system, access should be 

restricted. Following this rule helps reduce the 

number of ways an attacker could try to break into 

the network [3]. Another important part of 

firewall management is regular review and 

maintenance. As systems grow and change, rules 

that were once useful may become outdated. 

Keeping unused rules, outdated IP addresses, or 

unnecessary services in the firewall can create 

confusion and increase the chances of an error. 

Regularly reviewing and cleaning up firewall 

settings helps maintain order and reduces the 

chances of leaving behind security holes. In some 

cases, automated tools are used to help identify 

old or unused rules, but manual review is still 

necessary to ensure accuracy and context [3]. 

Good firewall management also involves 

understanding how to respond to problems. When 

something unusual happens, whether it's a sudden 

spike in traffic or a potential breach, it is the 

firewall logs that provide the first clues. These 

logs help security teams understand what kind of 

traffic was involved and whether it should have 

been allowed. Logging is not only useful during 

incidents but also during regular audits and 

compliance checks. Organizations that keep 

detailed logs are often better equipped to detect 

issues early and respond effectively [4]. 

In addition to the tools and rules, it is 

important to recognize the human side of firewall 

management. Even the best system can fail if it is 

not managed properly. Mistakes can happen 

when settings are changed without proper 

knowledge or when teams are not trained on how 

to handle configurations. That is why ongoing 

training, good documentation, and clear policies 

are important. Firewalls are not just about 

technology. They are also about how people use 

and manage that technology every day [4]. 

As networks continue to grow more complex 

and threats become harder to detect, firewalls will 

continue to be a key part of defense strategies. 

Their role may evolve, and new features may be 

added, but the foundation will always come back 

to how well they are configured. This paper will 

explore the most important best practices for 

setting up and managing firewalls, highlighting 

how proper configuration can help reduce risks 

and strengthen network security. 

II. LITERATURE REVIEW 

A.  Importance of Firewall Configuration 

Firewalls serve as the foundation for moder 

day network security; they are considered the first 

line of defense against unauthorized access or 

malicious attacks. They function similarly to a 

water filter, filtering out incoming and outgoing 

network traffic based on custom security rules. 

However, the actual power of a firewall is defined 

not by the technology used to design it, but rather 

by the complexity and attentiveness of its 

configuration rules. The successful configuration 

of a firewall ensures that only legitimate packets 

are permitted through the network while blocking 

and logging malicious traffic, thereby 

significantly reducing potential attack vectors. 

Extensive research has been conducted on the 

critical role firewall configuration plays in 

reducing attack surfaces and the potential damage 

it can cause if not configured properly. According 

to the International Journal of Computer Science 

and Network Security [5], firewall security is 

regarded as one of the most essential and non-

optional practices for defending networks against 

unauthorized access. A misconfigured firewall 

can pose an extreme threat to an organization's 

security and introduce a handful of vulnerabilities. 



 

   

 

Voronkov et al. [6] further supports this by 

providing extensive data that explains the most 

common causes of security breaches being 

misconfigured firewalls. These findings reinforce 

the argument that proper firewall configuration is 

essential to safeguarding an organizations 

resources. 

B. Common Configuration Mistakes 

Each firewall is responsible for keeping the 

information of users and businesses safe. 

Mistakes in firewall configuration, or 

misconfigurations focus more so on the mistakes 

of how the firewall is set up. Misconfigurations 

can happen for a number of reasons, mainly due 

to bypassing authentication. These 

misconfigurations occur mainly because multiple 

rules overlap in scope. Generally, though, the 

rules will tend to overlap deliberately; by doing 

this it informs the user of a potential threat. 

There are several different mistakes that can 

occur such as shadowing, this is a serious 

misconfiguration. Shadowing can lead to non-

threatening traffic within the network getting 

denied, which can seriously impact the workflow 

of an organization.  Redundancy can also 

severely impact network traffic. This clutters the 

firewall policy while also making it difficult to 

troubleshoot audit traffic.  

Altogether, misconfigurations cause the 

network to lose efficiency and weaken the 

security structure. Internal errors and external 

threats are much more likely to occur within the 

network, but, with proper rules, frequent auditing, 

are essential steps for setting up a strong firewall 

and network security. 

C. Firewall Types and Best Practices 

1) Packet Filtering 

The very first firewall to exist was the simple 

Packet Filtering firewall, which operates at the 

Network layer of the OSI model. A packet 

filtering firewall is considered a stateless firewall. 

A stateless firewall interprets each network frame 

or packet individually. The mentioned firewall 

above functions by continuously monitoring 

incoming and outgoing traffic, filtering out 

packets based on a set of predetermined rules. An 

example of this would be if a packet enters 

through the network and matches one of the rules 

set, if the rule is set to allow, the packet will pass 

through, however if set to deny, the packet will 

drop. Types of rules can vary, but the majority of 

them are constructed based on criteria like the 

type of protocol being used, source and/or 

destination IP, source and/or destination port, and 

if the traffic is inbound or outbound [7].  

 

Packet Filtering Firewalls can be easy to 

implement due to their simplified nature. 

However, it is not considered secure due to its 

many vulnerabilities such as: 

• DOS Attacks 

• IP Spoofing 

• Tiny Fragment attack 

2) Stateful Firewall 

Stateful firewalls are the next step up from 

packet filtering. They build upon the basic 

concepts from packet filtering by tracking the 

state of active connections like the TCP three-

way handshake. The key feature of the stateful 

firewall is that it can comprehend if a packet is a 

part of an existing connection, the start of a new 

connection, or if it is an invalid packet, thus 

tracking established flows and all packets that are 

inside the traffic flow in both directions. What 

makes this possible is the integration of a cache 

inside the firewall, called a state table, that allows 

it to store and keep track of each network 

connection. A good example is whenever a SYN-

packet passes through a network, a record is 

stored containing header contents like port 

Fig. 1. Packet Filtering 
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number and IP address. After doing so, any 

connections made next are then checked for in the 

state table. If the connection already exists, the 

packet is allowed through, subsequently, if it does 

not exist, the firewall evaluates the packet based 

on basic packet filtering rules to determine if it 

should be allowed to pass through. In order to 

reduce latency and resource consumption, 

inactive connections are eventually removed 

from the state table, this is also true for 

connections torn down using a FIN packet. 

Unfortunately, stateful firewalls remain 

vulnerable to Denial of Service (DoS) attacks 

when their state tables are overwhelmed by 

excessive connection attempts. This can occur 

through SYN flood attacks or by generating an 

unusually high number of traffic flows, which 

exhaust available resources and prevent 

legitimate connections from being established [4]. 

3) Application-Gateway Firewall 

Unlike the traditional firewalls that were just 

covered, application gateway firewalls differ due 

to the fact that packets are inspected at the 

application layer of the OSI model. It provides 

controlled use of certain applications across a 

network. Let’s use FTP as an example, when a 

user tries to access a remote service like FTP, the 

gateway prompts the user to provide the address 

of the intended remote host. After the user 

provides the required credentials, like username 

and password, the gateway initiates the 

connection to the application on the remote host 

on behalf of the user. After the connection is 

established, the gateway manages the flow of data 

between the two parties. However, if the data 

being transmitted falls out of bounds of the 

gateway’s ruleset, the firewall will block the 

session and will not forward the data to the 

destination server [8]. 

D. Gaps and Weaknesses in Current 

Research 

With extensive knowledge in firewall 

configurations, gaps and weaknesses still persist 

in hypothetical and applied research. Automatic 

translation of organizational security policies into 

concrete firewall rule sets remains 

under‑explored. Kovacevic et al. (2022) surveyed 

over 20 approaches aimed at formal or graphical 

policy languages compiled into enforceable 

firewall rules. While these methods improve 

readability and correctness, most still require 

significant manual intervention, and none are 

widely adopted in practice. The authors note that 

“[automatic translation] has seen much less 

success … there are still many drawbacks” 

limiting practical deployment [9]. 

Voronkov et al. [10] conducted semi-

structured interviews and a systematic literature 

review on firewall configuration usability. They 

found most proposed tools lacked empirical 

evaluation, and that usability itself was often not 

clearly defined. Only a minority of models 

employed human-computer interaction or 

usability design guidelines, leaving 

administrators without validated aids for complex 

rule creation [10]. This denotes a persistent 

disconnect between published techniques and 

their validation in real-world administrative 

workflows. 

Misconfiguration issues—such as rule 

shadowing, correlation, and redundancy—have 

been characterized, but tools typically target 

single firewalls. MDPI’s review highlights that 

inter-firewall rule conflicts (e.g., 

upstream/downstream inconsistencies) are under-

diagnosed. Human operators often remain 

unaware until anomalous behavior occurs, and 

existing visualization tools do not scale to 

enterprise networks with heterogeneous devices 

[11]. 

Current firewall research is strong in most 

conceptual models and classification of 



 

   

 

configuration errors, but it under delivers in 

operational applicability. 

III. FIREWALL CONFIGURATION AND TESTING 

A. Initializing Environment 

To evaluate firewall configuration best 

practices, we are building a virtual lab 

environment using Oracle VirtualBox. This setup 

allows us to simulate a secure network 

environment where firewall rules can be 

configured and tested in isolation. The goal is to 

assess the behavior and effectiveness of both 

UFW and pfSense in real-world scenarios. 

The lab will include two Ubuntu Desktop 

virtual machines. One acts as the firewall 

(Firewall VM), and the other functions as a client 

(Internal VM). The Firewall VM will be 

configured with two network adapters. The first 

is set NAT to simulate external traffic, and the 

second uses the Internal Network setting to 

simulate private internal traffic. The Internal VM 

will be connected to the same internal network to 

represent an internal user. 

We will manually assign static IP addresses to 

both VMs for consistent communication. The 

Firewall VM will use 192.168.10.1, and the 

Internal VM will use 192.168.10.2. Tools such as 

ufw, nmap, curl, and net-tools will be installed to 

support testing. These tools will allow us to 

analyze connectivity, scan ports, observe firewall 

behavior, and validate traffic control. 

The virtual environment will allow us to 

safely apply firewall configurations, test for 

misconfigurations, and validate rules without 

affecting any real systems or networks. It also 

will provide a controlled setting to explore 

different firewall behaviors using real commands 

and tools. 

B. Firewall Configuration 

The first tool we plan to test is UFW, also 

known as Uncomplicated Firewall, on the Ubuntu 

Firewall VM. UFW will be reset to remove any 

prior configurations. We will then apply a default 

policy that blocks all incoming traffic and allows 

all outgoing traffic. This default deny policy is a 

widely recommended best practice that reduces 

the system’s exposure to unknown threats. 

Logging will be enabled so we can track how 

traffic is handled. Specific allow rules will be 

added for services such as SSH and HTTP. This 

will let us observe how UFW manages exceptions 

and ensures only approved traffic is permitted. 

To verify the rules, we will use the ufw status 

verbose command. This will display the active 

rules and confirm that our default policies and 

exceptions are in effect. Screenshots of the 

command output will be taken to document the 

configuration and serve as evidence of the correct 

setup. 

This setup provides a foundation to test 

whether the firewall behaves as expected. It also 

allows us to evaluate how UFW supports best 

practices in a practical environment. 

1) Uncomplicated Firewall (UFW) 

To examine UFW’s behavior in a controlled 

lab environment, we will perform a series of tests 

using the Internal VM to simulate typical network 

interactions. These tests are intended to help us 

understand how UFW handles both allowed and 

unauthorized traffic based on its default and 

custom rules. 

The first test will involve using the ping 

command from the Internal VM to the Firewall 

VM. This will help verify that both machines are 

properly connected through the internal network 

and that basic communication between them is 

possible. 

Next, we will use the curl command to attempt 

an HTTP request to the firewall’s IP address on 

port 80. Since we do not plan to run a web service 

or allow HTTP traffic by default, this request is 

expected to fail. We will also run a nmap scan 

from the Internal VM to identify which, if any, 

ports are open on the Firewall VM. This will 

allow us to confirm whether UFW is effectively 

blocking unknown or unapproved traffic. 



 

   

 

These tests will be used to confirm how UFW 

enforce a secure configuration by default. With a 

deny-all policy in place for incoming traffic, we 

expect the firewall to prevent access to any 

services unless explicitly allowed. This process 

will also demonstrate how tools like ping, curl, 

and nmap can be used to validate firewall 

behavior and verify whether best practices are 

being followed. 

Following these tests, we will compare 

UFW’s performance and configuration flexibility 

with pfSense by replicating similar scenarios. 

This will help us determine which firewall 

solution is more effective or better suited to 

different network needs. 

2) PfSense 

Following the implementation of UFW, 

pfSense will be used as a more advanced platform 

to extend our firewall testing. PfSense is an open- 

source firewall and router solution based on 

FreeBSD, and it is widely adopted in both 

business and home networking environments. 

The plan is to install pfSense as a virtual machine 

in VirtualBox, where it will serve as the firewall 

system within our lab network. This setup will 

allow us to explore how pfSense handles firewall 

rule configuration, and traffic logging, in 

comparison to UFW. 

The pfSense virtual machine will be 

configured with two network interfaces. One will 

be connected to a NAT adapter to simulate 

internet access, and the other will be assigned to 

an internal network to communicate with the 

Ubuntu test machine. Once the VM is installed 

and booted, we will access the pfSense web 

interface through a browser and complete the 

setup wizard. The goal is to establish a secure 

baseline by applying a default deny configuration 

and then manually adding rules to allow specific 

traffic, such as SSH, ICMP, and HTTP. 

After the initial rule set is in place, we plan to 

test traffic flow using tools like ping, curl, and 

nmap from the Ubuntu machine. These tests will 

help us observe how pfSense manages traffic 

across different ports and protocols, and whether 

the firewall behaves as expected when enforcing 

a least privilege policy. Screenshots of the 

dashboard and rule table will be captured to 

document the interface and the logic applied 

during configuration. In the end, pfSense will 

give us a clearer view of how traffic is handled. 

how logs are recorded and how firewall rules are 

processed. These are key aspects we intend to 

compare directly against our earlier UFW results. 

C. Traffic Testing and Validation 

To better understand the impact of our firewall 

configurations on network behavior, we 

performed a series of traffic-based tests using 

both UFW and pfSense. These tests were 

designed to mimic common activities such as 

checking connectivity, scanning for open ports, 

and attempting to access web services. Each 

action allowed us to observe how the firewall 

responded to typical types of traffic and whether 

it applied the intended rules. 

In the UFW setup, we used two Ubuntu virtual 

machines, assigning one as the internal user 

system and the other as the firewall. Both were 

configured with static IP addresses on the same 

internal network. Using basic tools like ping, curl, 

and nmap, we tested traffic flow from the internal 

machine to the firewall. The first test involved 

sending a ping to the firewall to confirm 

communication across the internal network. The 

firewall responded without any issues, which 

showed that the connection between the two 

machines was working as expected. 

Next, we attempted to connect to port 80 on 

the firewall using the curl command. This request 

failed, which aligned with our configuration since 

there was no web server running, and the firewall 

was set to deny unauthorized incoming traffic. A 

port scan using nmap also showed that all 

scanned ports were closed. This result confirmed 



 

   

 

that the firewall was not exposing unnecessary 

services. 

Once pfSense setup is complete, we plan to 

apply the same traffic testing process. After 

adding rules through its graphical interface, we 

will use the internal Ubuntu machine to run 

connectivity checks and scan for open ports. This 

will allow us to compare the performance and 

response of pfSense against what we observed 

with UFW. 

D. Results and Observations 

The outcomes of our UFW testing supported 

the security goals outlined in our configuration 

plan. Ping responses confirmed that the firewall 

and internal system were able to communicate as 

intended. This was important because it showed 

that our network setup was correct and ready for 

further testing. 

The attempt to reach port 80 using curl failed, 

which matched our expectations. Since we did 

not install a web server and our firewall was 

configured to block incoming traffic by default, 

there was no reason for this request to succeed. 

When we followed up with a scan using nmap, 

the tool reported that all ports were closed. This 

supported the conclusion that the firewall was 

actively blocking unauthorized traffic and not 

exposing any unused or vulnerable services. 

These results showed that the UFW rules were 

applied correctly and that the firewall followed a 

default deny configuration. It only allowed the 

types of traffic we specified and blocked the rest. 

This behavior is consistent with best practices in 

network security and helped reduce unnecessary 

exposure to potential threats. 

E. Comparative Analysis 

PfSense and UFW are both open-source tools 

used to manage network traffic, but they differ 

quite a bit in how they’re designed and what they 

offer. Based on our testing, pfSense provided a 

more complete environment for working with 

firewall rules, tracking real-time connections, and 

reviewing logs. The web-based interface made it 

easier to see how traffic moved through the 

network and to fine-tune rule sets when needed. 

This kind of control is especially helpful in setups 

where more advanced security is required. 

UFW, on the other hand, is a simpler tool 

that’s often used by default on Ubuntu systems. 

It’s built to be easy to use and works well for 

basic firewall configurations like opening or 

closing specific ports. Since it’s managed through 

the command line, UFW is great for quick 

changes but doesn’t offer the same kind of 

visibility or features as pfSense. There are no 

built-in tools for analyzing traffic or a graphical 

dashboard to help with rule management. 

What we observed during our testing lines up 

with what others have reported in recent reviews. 

PfSense is known for supporting more advanced 

features like VPN setup, IPv6, and traffic shaping, 

all of which are not available in UFW  

In summary, pfSense is a better fit for people 

or organizations that need more control and 

visibility into their firewall. UFW is a good 

option for basic protection and smaller 

environments where simplicity matters more than 

advanced features. Choosing between them really 

depends on how much security and customization 

your network needs. 

IV. PROJECT LIMITATIONS AND IMPROVEMENTS 

Although the project gave us a great insight 

into how firewall tools like UFW and pfSense 

work, there were some limits to what we could do. 

Everything was set up in a virtual lab using 

VirtualBox, which made it easier to test in a 

controlled space. Due to the fact that it wasn’t a 

real-world network with multiple users and 

constant traffic, we didn’t get to see how the 

firewalls would perform under heavier or more 

unpredictable conditions. 

Another limitation was the tools we used for 

testing. We mainly relied on simple commands 



 

   

 

like ping, curl, and nmap to check if the firewall 

rules were working. These tools helped us 

understand basic traffic behavior, but they didn’t 

give us a full picture of how the firewalls would 

react to more complex or malicious attacks. 

Using more advanced tools like Metasploit or a 

traffic generator could have made the testing 

more realistic. 

If we had more time and resources, we would 

expand the setup to include more machines, 

simulate outside attacks, and push more traffic 

through the network. We’d also look at other 

firewall systems, like Cisco or IPFire, to compare 

even more options. In the future, it would be 

helpful to include automated testing and tools that 

give a clearer view of what’s happening behind 

the scenes, especially for larger or more complex 

environments. 

V. CONCLUSION 

In conclusion, this project highlighted the 

significance of applying structured and secure 

firewall configurations in any networked 

environment. By testing both UFW and pfSense, 

we observed that while UFW is lightweight and 

easy to configure for basic security needs, 

pfSense provides more advanced control through 

its graphical interface and detailed logging 

features. The traffic testing phase confirmed that 

setting up a default deny configuration, followed 

by explicitly defined allow rules, is effective in 

reducing exposure to unwanted access. We also 

recognized that misconfigured or overly 

permissive rules can weaken firewall 

performance, regardless of the platform used. 

Overall, the experience emphasized that proper 

firewall management is not just about using the 

right tool, but also about understanding the 

environment, setting clear policies, and 

continuously reviewing and adjusting 

configurations to adapt to evolving network 

demands. 
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